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Abstract

Particle models are attractive methods for simulating the dynamics of complex mesoscopic fluids. Many practical appli-
cations of this methodology involve flow through a solid geometry. As the system is modeled using particles whose posi-
tions move continuously in space, one might expect that implementing the correct stick boundary condition exactly at the
solid–fluid interface is straightforward. After all, unlike discrete methods there is no mapping onto a grid to contend with.
In this article we describe a method that, for axisymmetric flows, imposes both the no-slip condition and continuity of
stress at the interface. We show that the new method then accurately reproduces correct hydrodynamic behavior right
up to the location of the interface. As such, computed flow profiles are correct even using a relatively small number of
particles to model the fluid.
� 2008 Elsevier Inc. All rights reserved.
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1. Introduction

Simulating the dynamics of mesoscopic fluids is a computational challenge. Mesoscopic systems contain
particles that are large enough for external (hydrodynamic) forces to influence their dynamics but not so large
that thermal (Brownian) forces are negligible. Classic examples are polymer solutions and colloidal suspen-
sions. Simulating such fluids consequently requires accounting for both hydrodynamic and thermal effects.
This is difficult using standard computational fluid dynamics methods. These normally work on a macroscopic
scale, where thermal forces are negligible. The complexity of the fluid is then accounted for in terms of devi-
ations from Newtonian fluid behavior as a result of the meso-scale effects. There is, however, considerable
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interest in developing methods that include both effects directly, thus avoiding treating the meso-scale in an ad

hoc manner.
Several notable approaches have been developed to tackle this problem. In the Lattice–Boltzmann method

(LB) one solves a fluctuating Boltzmann equation for a set of particles moving in discrete time with discrete
velocities. The correct hydrodynamic behavior follows from the Chapman–Enskog expansion of hydrody-
namic variables in terms of the microscopic evolution of the particle distribution functions. Thermal effects
are introduced through statistical fluctuations in the stress tensor [1–5].

Alternatively, several methods explicitly model the fluid using particles moving continuously in space and
interacting by some given rule. Two examples are dissipative particle dynamics (DPD) and stochastic rota-
tional dynamics (SRD). In DPD, particles interact via three forces: a dissipative friction force between parti-
cles with different velocities, a conservative force in the form of a soft repulsive potential between the particles
and a random force that maintains a correct thermodynamic equilibrium [6,7]. In the second example, SRD,
the system is partitioned into cells at each time-step. The particles inside each cell exchange momentum by
rotating their velocity around the center-off-mass velocity [8–10]. To enforce Galilean invariance, each
time-step the position of the cells must undergo a random shift [11].

In both cases the interactions governing the evolution of the system satisfy the conditions required to repro-
duce correct hydrodynamic behavior (conservation of momentum, Galilean invariance and isotropy). Further,
the interactions are specified in such a way that the equilibrium distribution is a thermodynamically defined
statistical ensemble (canonical in the case of DPD, micro-canonical in the case of SRD). One drawback of
these methods is that, unlike LB where the parameters can be varied almost at will, there is little freedom
to vary the parameters [12,13]. Only for carefully chosen sets of parameters can the model fluid satisfy the con-
ditions for realistic fluid dynamics [14]. However, they also have two notable advantages; firstly, a well defined
thermodynamic equilibrium and secondly, the particles move continuously in space.

The reason one might expect that representing the fluid with a system that is continuous in space is advan-
tageous is as follows. A large class of practically important problems in this field involve the flow of complex
fluids through some solid geometry, polymer solutions in porous media for example. This requires simulating
realistically the interaction of the fluid with a fixed solid phase. Specifically, imposing a ‘‘stick” boundary con-
dition such that the fluid velocity at the interface is zero. In LB a simple bounce-back rule often suffices. This
involves reversing the velocity of particles that would otherwise cross the interface. Identifying when this is the
case involves discretizing the solid–fluid interface [15]. More sophisticated methods have been developed to
generate a more continuous mapping of the surface to the lattice at the cost of greater computational com-
plexity [16–20]. To some extent this problem is inevitable with LB because it solves a discretized equation.
Mapping a continuous interface on a discrete solution is a generic difficulty in finite difference schemes. Using
a particle model, there is no such discretization.

The off-lattice analogue of the bounce-back rule used in lattice Boltzmann, a particle undergoing velocity
reversal when it impinges on the surface, guarantees that the average fluid velocity at the interface is zero. This
way a stick boundary is recovered. One would therefore hope that it is possible to accurately represent the
interface in continuous space. Unfortunately this is not the case. Firstly, if there are conservative interactions
between the particles (as there usually are in DPD), these give rise to density fluctuation near to the interface.
In turn, the transport coefficients are spatially dependent, inducing spurious effects near the boundary. It is
possible to minimize these effects, by using an interface-particle potential that tries to maintain a uniform den-
sity, but not eliminate them completely [21–24]. One particularly elegant approach for square or cubic geom-
etries is described by Visser et al. [25].

From a purely hydrodynamic point of view these conservative interactions are unnecessary. If there are no
conservative interactions, the model solvent has an ideal gas equation of state. Examples of these types of
methods are SRD and the dissipative ideal gas (DPD without conservative interactions) [26]. Both have been
used successfully to study the dynamics of mesoscopic systems [13,27]. However, even in this case, where intro-
ducing a hard wall generates no density variations, a simple bounce-back rule is still inadequate. This is
because for both methods momentum is transported by interactions between particles located within some
pre-defined cut-off radius rc of each other. To avoid introducing a spatially varying viscosity, particles in
the vicinity of an interface should experience the same environment as particles in the bulk. This is exactly
the reason that a ‘‘dummy region” of the same fluid, of width at least rc, is required on the other side of
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the boundary. The question is then, how should this dummy region be treated? One approach is to simply say
it is filled with a fluid moving with zero velocity (i.e. the velocity of the interface itself) [28,29]. However, in this
article we show that for axisymmetric flows the dummy region can be treated such that the stress is continuous
across the interface. This method is more accurate, particularly when the number of particles used to model
the solvent is relatively low.

2. Description of the method

While we could use SRD or a dissipative ideal gas, here we choose to use a method closely related to the
latter, namely an ideal gas coupled to a Lowe–Andersen (LA) thermostat [30]. This method is similar in spirit
to the dissipative ideal gas. There are three reasons why we use it here. First, it satisfies semi-detailed balance,
so the equilibrium properties are correct even for long time-steps [31,32]. Consequently, we do not have to
worry about density variations introduced as artifacts of integrating the equations of motion numerically. Sec-
ond, in this system particles undergo ballistic motion for a time-step Dt followed by impulsive collisions. This
means that it is possible to compute exactly the trajectory of particles that collide with the interface because
during one time-step their motion is deterministic. Third, the equilibrium distribution is canonical so there is
no need for an additional thermostat.

The method works as follows. Each time-step, all pairs of particles within a distance rc of each other have a
probability of undergoing a ‘‘virtual” collision. Such a collision involves generating a new relative velocity
from the Maxwell–Boltzmann distribution along the line of centers of the two particles. This operation is car-
ried out in such a way that linear momentum is conserved. Because the force only acts along the line of centers,
collisions also conserve angular momentum. Additionally, only relative velocities are involved, so the LA ther-
mostat is Galilean invariant. These properties ensure we obtain correct hydrodynamic behavior, on sufficiently
long time and length scales [30]. Despite the fact we effectively use an ideal gas solvent, we can still recover
realistic solvent behavior so long as we choose the model parameters with care. There is a limited parameter
space where one can reasonably argue that an ideal gas model solvent has liquid-like behavior, and here we
restrict ourselves to this regime [13].

Our basic requirements at the interface are the following. Firstly that we recover a stick boundary. That is,
the average flow velocity at the boundary should be zero. Secondly, the presence of the interface does not per-
turb the transport properties of the solvent. The first condition is straightforward to enforce. We use a
‘‘bounce-back” rule, meaning that the direction of the velocity of particles that impinge on the interface is
reversed. Specifically, positions r and velocities v of particles that collide with the interface during a time-step
Dt are update according to:
rðt þ DtÞ ¼ rðtÞ þ 2vðtÞsc � vðtÞDt; ð1Þ
vðt þ DtÞ ¼ �vðtÞ; ð2Þ
where sc is the time elapsed from the start of the time-step to the occurrence of an interface collision. Under this
operation the average of the pre- and post-interface collision velocity of the particles is zero, so in this sense it
always enforces a stick boundary. To enforce the second condition, we follow other workers and introduce a
‘‘dummy” region [33–39]. This is a region of minimum width rc that contains a fluid that is identical to the fluid
in the real system (all parameters, including the density, are equal). The interface between the dummy region
and the real system we term the ‘‘real interface” (the dummy region is simply a device to ensure that the real
interface behaves correctly). Interactions between the system particles and dummy particles are evaluated in
the normal way: there is no difference between particle types. This means that a fluid particle located at the real
interface experiences the same environment as a particle in the bulk, eliminating the problem of having a spa-
tially varying viscosity in the region of the interface. Because the particle fluid has an ideal gas equation of state,
the interface will not generate density variations in the model fluid.

The question is now, how do we treat the fluid particles in the dummy region? We begin by considering the
force the model fluid exerts on the interface for the simplest case: the flow of a fluid between two infinite par-
allel plates. The force density eF sðrÞ exerted by a Newtonian fluid on a surface, with normal vector n̂ directed
from the boundary towards the fluid, is given by
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eF sðrÞ ¼ s � n̂; ð3Þ

where the stress tensor s for a fluid with shear viscosity g at a pressure p is given by
sij ¼ pdij þ g
ovi

orj
þ ovj

ori

� �
; ð4Þ
where vi is the i component of the local flow velocity. Let us consider the force on the surface of one plate
occupying the z ¼ 0 plane due to a flow in the x direction on the”system side” (z > 0):
F S
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Z
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g
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�
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ds: ð5Þ
Here, the superscript + indicates that the derivative is evaluated on the system side of the interface. On the
other hand, the force due to a flow in the x direction on the ‘‘dummy side” of the plate is
F D
x ¼ �
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0�

ds ð6Þ
If we can arrange for these two forces to be equal and opposite, F S
x þ F D

x ¼ 0, then, because all points on the
surface are equivalent, it follows that
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�
0�
: ð7Þ
That is, the stress will be continuous across the interface. We should also point out that the same argument
applies for a cylindrical tube because in cylindrical coordinates the axial component of the fluid velocity be-
haves in the same way with respect to the direction normal to the surface (in this case the radial direction sim-
ply replaces the z direction). Because of the radial symmetry it again follows that the stress will be continuous.

To summarize, if we can impose the condition that the average total force exerted on the interface by the
real system and dummy region is zero, it follows that the stress across the interface is continuous. To satisfy
this we adopt the following procedure, illustrated diagrammatically in Fig. 1. The dummy system and the real
system are separated by a no-slip boundary, so the bounce-back rule is applied for both particles in the real
and dummy regions when they impinge on this interface. To complete the system we confine the particles in
the dummy region with a second hard wall. Since particles cannot cross either boundary, dummy particles are
always dummy particles and the number of particles in each region is constant. The important point now is
r c
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Schematic overview of the boundary method described in this article. The circles represent the solvent particles and the small
show how they collide with the interface. The ‘‘real” interface between the system region and the dummy region is a no-slip

ary. The dummy region is confined by slip boundaries.
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that for the interface that confines the dummy region, we use a ‘‘bounce-forward” rule. That is, the positions
and velocities of dummy particles that impinge on the confining boundary are updated according to
rðt þ DtÞ ¼ rðtÞ þ vkðtÞDt þ 2v?ðtÞsc � v?ðtÞDt; ð8Þ
vðt þ DtÞ ¼ vkðtÞ � v?ðtÞ; ð9Þ
where vkðtÞ and v?ðtÞ are the components of the velocity parallel and perpendicular to the interface, respec-
tively. This operation does not change the momentum in the axial direction (it imposes a slip boundary con-
dition). The force on this interface is therefore zero, so the total force acting on the fluid is only the sum of the
force exerted on the two sides of the real interface. Now, if we ensure that the total external force acting on the
system itself is zero, it follows that Eq. (7) will be satisfied and the stress should be continuous across this inter-
face. This is straightforward to arrange. An external force density eF sys acting in the axial direction is required
to drive the flow in the real system. This force only acts on particles in the real system. The condition of no
total force now simply requires that we apply an external force density to the fluid in the dummy region, eF dum,
such that
eF dum ¼ �eF sys

V sys

V dum

: ð10Þ
In summary, by using a slip condition on the interface that confines the dummy region we know that the total
force acting on the system is balanced by the force on the real interface. If we ensure that the total force ap-
plied to the system is zero, then this force must be zero as well. Consequently, the force on the two sides of the
real interface is equal and opposite, implying continuity of the stress. Again, this should hold for both planar
and tubular geometries.

3. Results

Using the methodology described above, we have calculated velocity profiles for two systems. The first sys-
tem we consider is flow through a cylindrical tube. As noted, for this system we expect the stress to be con-
tinuous across the real interface. Secondly, we consider flow through a tube with an elliptical cross-section.
The argument above does not necessarily hold for this case, because there is no radial symmetry. We therefore
use it as test case for more general axisymmetric flows.

For a detailed comparison with theoretical results, an accurate value for the viscosity of the fluid is
required. We calculated this in separate simulations of a bulk fluid using the Poiseuille method [40]. In the case
of a confined fluid there is an additional Knudsen-like parameter K, defined as the ratio of the typical fluid
particle separation (1=q1=3, where q is the number density) to the typical geometry width L, K ¼ 1=ðLq1=3Þ.
This is effectively the degree of resolution of the model solvent, the analogue of the grid spacing in a finite
difference method. Note that the larger the value of K, the fewer solvent particles are required to model the
solvent. This means that the simulations are proportionately less computationally demanding. For the tubular
geometry we take the characteristic length L, as being the tube radius R and for the ellipse, the length of the
minor axis b. The external force acting on the fluid in the real system and dummy system regions were applied
by adding additional momentum in the axial direction after the collision step of the LA thermostat, such that
the requirement in Eq. (10) holds. In all cases this force was chosen such, that the Reynolds number
(Re ¼ qV 0L=g, where V 0 is the maximum flow velocity) was significantly less than unity. Therefore the results
apply for the creeping flow regime, which is characteristic for the microscopic scale.

In Figs. 2 and 3 we plot the axial flow velocity field V ðrÞ, where r is the distance from the center, calculated
for values K ¼ 0:100 and K ¼ 0:041, respectively. The velocity fields were calculated by time-averaging the
spatial velocity in small sub-volumes, after the systems reached the steady state (that is, once these averages
were independent of time). This procedure is necessary for a mesoscopic model fluid because the thermal
motion of the solvent particles is not negligible. In the figures, the velocity is normalized by the theoretical
maximum flow velocity [41]:
V 0 ¼
eF sysR2

4g
: ð11Þ
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Fig. 2. Velocity profile for three different boundary methods. The open squares represent the ‘‘no dummy” method, the filled diamonds
represent the ‘‘random dummy” method and the open circles represent the ‘‘new method”. The solid line follows the exact solution given
by Eq. 12. The vertical dotted lines show the position of the real interface. In this case K ¼ 0:100.
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Fig. 3. Velocity profile for three different boundary methods. The open squares represent the ‘‘no dummy” method, the filled diamonds
represent the ‘‘random dummy” method and the open circles represent the ‘‘new method”. The solid line follows the exact solution given
by Eq. 12. The vertical dotted lines show the position of the real interface. In this case K ¼ 0:041.
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We have calculated these data using three methods for implementing the solid–fluid interface:

� ‘‘New method”, as described above;
� ‘‘no dummy”, a system without a dummy region and a bounce-back rule at the system boundary;
� ‘‘random dummy”, a system with a dummy region and a bounce-back rule at the interface of the system

and dummy region. At the end of each time-step the velocity of the fluid particles in the dummy region
is generated randomly from the distribution of thermal velocities at zero flow velocity [28,29].

Also plotted is the exact result (valid in the limit Re� 1) [41]:
V ðrÞ
V 0

¼ 1� r
R

� �2
� �

: ð12Þ
As the plots show, without using a dummy region the results are poor. Deviations of the flow velocity from the
exact result are pronounced for both values of K. The agreement is better for the lower value of K (higher
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resolution), suggesting that the correct profile is at least recovered in the limit K! 0. For the ‘‘random
dummy” method, the results for the lower value of K are much better, and do not differ significantly from
the exact profile on the scale of the figure. However, for the higher value there is a small but significant dif-
ference. Finally, for the ‘‘new method” there are no significant deviations, for both values of K. In the figure
we show the velocity field in both the real system and dummy region (the interface is marked with the dashed
line). As we expect, for the new method, this is continuous across the interface.

To examine more carefully the accuracy of these methods near the boundary itself, in Fig. 4 we show the
velocity fields in this region for K ¼ 0:041. Here, the average local flow velocities are calculated on a finer spa-
tial scale. As the figure shows, without the dummy region the velocity does in fact approach zero at the inter-
face. That is, the bounce-back rule is indeed sufficient to enforce this condition. Unfortunately, as the plots
show, there is a severe boundary artifact close to the interface. Although it is not clear from Fig. 3, for the
‘‘random dummy” method, there is in fact a relatively small but observable error. In contrast, using the
new method, the velocity is exact right up to the interface in both cases. It is possible to quantify the deviations
from exact behavior near the interface by determining a ‘‘slip length”, ls. We determined ls by plotting the
velocity profiles as a function of ðr=RÞ2, in which case the exact solution is linear. At the point where the cal-
culated velocity starts to deviate from linearity, we extrapolate the original line to zero. This is the position
where the ‘‘effective” boundary of the system is located. Now we define ls as the difference between the posi-
tion of the effective boundary and the actual boundary. In Fig. 5 we show how we determine
ls �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:50� 1:00
p

¼ 0:70, in the case with no dummy region at K ¼ 0:100. In Table 1 we have tabulated
the results for ls=R using the alternative boundary methods at three different resolutions, the two illustrated
in Figs. 2 and 3 (K ¼ 0:100 and 0.041) and a higher value for K ¼ 0:149.

For both alternative methods, ls decreases with decreasing K. In the biggest system the random dummy
method has a slip length of only 3% of the tube diameter. Using the same procedure, the new method gives
a slip length statistically indistinguishable from zero for all three cases.

Finally we turn to the case of a tube which lacks axial symmetry: an elliptical cross-sectional geometry. As
noted above, the argument that our method ensures that the stress is continuous at the interface does not nec-
essarily hold for this system. In this specific example we set the ratio of the major axis (a) to the minor axis b to
be a=b ¼ 2:0. We specify K ¼ 0:2, taking the minor axis b as the characteristic length L. In Fig. 6 the results
for the velocity profile along the major and minor axis are plotted. The theoretical expression for the flow
velocity in tubes with an elliptic cross-section at Re! 0, is given by the following expression [42]:
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Close up of the velocity profile of Fig. 3 near one boundary. The open squares represent the ‘‘no dummy” method, the filled
nds represent the ‘‘random dummy” method and the open circles represent the ‘‘new method”. The solid line follows the exact
n given by Eq. 12. In this case K ¼ 0:041.
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Fig. 5. Illustration of how the slip length ls is determined. The circles represent the average velocity of a solvent in a tube, simulated with
the ‘‘no dummy” method and K ¼ 0:100. The exact results should be a straight line through the position of the interface at x2 ¼ 1:00. The
dotted line illustrates how we extrapolate to determine ls, here ls �
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Table 1
Measured slip lengths ls, at three different values for K, for the two alternative boundary methods

K ls=R no dummy ls=R random dummy

0.149 0.8 0.3
0.100 0.7 0.2
0.041 0.4 0.06
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Fig. 6. Velocity profile for the new boundary method in a tube with an elliptical cross-section. The ratio of the major axis (a) to the minor
axis (b) is a=b ¼ 2:0. Here, K ¼ 0:2. The diamonds represent the velocity along the a axis, the circles the velocity along the b axis. The solid
lines follow the exact solution given by Eq. (13). The vertical dotted lines are the positions of the solid–fluid interface.
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There is excellent agreement between the flow profile in Fig. 6 and the theoretical expression in Eq. (13). Fur-
thermore, as the plot shows the stress is again continuous across the interface.
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4. Conclusions

All three methods we have considered in this article impose the correct stick boundary condition at the
solid–fluid interface. They only differ in how accurately they reproduce the flow profile for a given degree
of coarseness of the model solvent (as measured by K). Without a dummy region, there is a pronounced
boundary layer near the interface, with a width roughly equal to the particle interaction radius. This method
will only work adequately, even far from the interface, for extremely small values of K. Using a dummy region
within which the velocities are constrained to have a thermal velocity, but no flow velocity, is a vast improve-
ment. For small values of K the profile agrees reasonably well with the exact solution. However, there is
always a small error near the boundary and for larger values of K this leads to significant errors, even far from
the interface. The method we have described for implementing a solid–fluid interface ensures that the stress is
continuous across the interface. For all the values of K we have studied, the flow velocity agrees precisely (to
the accuracy we have calculated it) with the exact values, over the whole system. Furthermore, while we only
justified the method for the axisymmetric case, the method works equally well for a system that does not have
this symmetry (an elliptical cross-section). For both cases we restricted testing our methodology to the low
Reynolds number regime. However, so long as the flow is non-linearly stable the physical reasoning behind
the method still holds. That is, it should be valid even at non-negligible Reynolds numbers, much higher than
those studied here.

Clearly, the important difference between the methods is how well they perform at larger values of K. That
is, where the fluid is represented with a relatively small number of particles. The method we describe here is
always the most accurate. One could reasonably argue that the ‘‘random dummy” method is adequate for
most purposes, so long as K is not too large. However, since small values of K require a proportionately larger
number of solvent particles to resolve the fluid, using larger values (as the new method allows) significantly
reduces the amount of computation. This also has consequences when one considers using these kind of meth-
ods to study ‘‘real” complex fluids, not just the solvent [43]. Considering polymer solutions, to accurately cap-
ture the hydrodynamics, the typical distance between beads in the model polymer must be similar to the
solvent interparticle separation [13]. This means that smaller values of K require longer model polymers, when
the ratio of the polymer size to the tube width is fixed. Again, this is computationally inconvenient. As a
caveat, we should also add that the introduction of a dummy region itself introduces some computational
overhead because the simulated system is bigger than strictly necessary. This overhead, compared to a (hypo-
thetical) method that does not use a dummy region, scales as 2rc=Rþ ðrc=RÞ2, so it is only significant if rc � R.
In practice this is of little concern because one only expects to recover hydrodynamic behavior for the model
solvent on length scales greater than rc. This requires that R > rc for the methodology to be reliable.

The fluid itself was modeled using an ideal gas coupled to a LA-thermostat. However, this is something of a
matter of taste. Because the method is physically based, it could equally well be applied to any of the other
particle techniques that use a system with an ideal gas equation of state (SRD or a dissipative ideal gas for
example). Here we have restricted ourselves to geometries with a cross-section that is independent of axial
position. The method could in principle be extended to more complex geometries but in this case it is not a

priori obvious that it will be more accurate than the ‘‘random dummy” method. Nonetheless, it would be inter-
esting to test this hypothesis.

To summarize, we have developed a method that accurately models the interaction between a particle
model fluid and a fixed solid boundary. We demonstrated that the method is advantageous for an impor-
tant set of problems. Specifically, axial flow through a geometry with a constant cross-section. Its advan-
tages are two-fold: it introduces no boundary artifacts and allows one to accurately model the flow with a
relatively small number of solvent particles. The latter reduces the amount of computational work required
to solve a given problem. As such, we hope that it will be a useful addition to the mesoscopic simulators
armory.
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